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Diffusion Probabilistic Models (DPMs)
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forward SDE

𝑞0(𝒙0) 𝑞𝑇(𝒙𝑇)

reverse SDE

probability flow ODE score, unknown

𝐬𝜃(𝐱, 𝑡) ∇𝐱 log 𝑝𝑡(𝐱)

score matching

Song Y, Sohl-Dickstein J, Kingma DP, et al. Score-Based Generative Modeling through Stochastic Differential Equations. ICLR 2021.
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The Forward Process
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forward SDE 𝑑𝒙𝑡 = 𝑓(𝑡)𝒙𝑡𝑑𝑡 + 𝑔(𝑡)𝑑𝒘𝑡

𝑞0𝑡 𝒙𝑡 𝒙0 = 𝑁(𝛼𝑡𝒙0, 𝜎𝑡
2𝑰)forward transition kernel

“noise schedule”

𝒙𝑡 = 𝛼𝑡𝒙0 + 𝜎𝑡𝝐, 𝝐~𝑁(𝟎, 𝑰)
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Parameterizations in DPMs
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𝐸𝒙0,𝝐 𝜆1 𝑡 𝒔𝜃 𝒙𝑡, 𝑡 − ∇ log 𝑞𝑡 (𝒙𝑡) 2
2

score matching

intractable

denoising score matching 𝐸𝒙0,𝝐 𝜆1 𝑡 𝒔𝜃 𝒙𝑡, 𝑡 − ∇ log𝑞0𝑡 (𝒙𝑡|𝒙0) 2
2

= −
𝒙𝑡 − 𝛼𝑡𝒙0

𝜎𝑡
2 = −

𝝐

𝜎𝑡

𝒙𝑡 = 𝛼𝑡𝒙0 + 𝜎𝑡𝝐
Define 𝝐𝜃 𝒙𝑡, 𝑡 = −𝜎𝑡𝒔𝜃 𝒙𝑡, 𝑡

𝐸𝒙0,𝝐 𝜆2 𝑡 𝝐𝜃 𝒙𝑡, 𝑡 − 𝝐 2
2noise prediction
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Parameterizations in DPMs

Consistency Models 6

𝐸𝒙0,𝝐 𝜆2 𝑡 𝝐𝜃 𝒙𝑡, 𝑡 − 𝝐 2
2noise prediction

𝒙𝜃 𝒙𝑡, 𝑡 =
𝒙𝑡 − 𝜎𝑡𝝐𝜃 𝒙𝑡, 𝑡

𝛼𝑡
𝒙0 =

𝒙𝑡 − 𝜎𝑡𝝐

𝛼𝑡
𝒙𝑡 = 𝛼𝑡𝒙0 + 𝜎𝑡𝝐

𝐸𝒙0,𝝐 𝜆3 𝑡 𝒙𝜃 𝒙𝑡, 𝑡 − 𝒙0 2
2data prediction
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Consistency from Diffusion ODEs
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probability flow ODE

diffusion ODE

consistency function



How to parameterize 𝒇𝜃? 

Consistency Models 92023.12.08   Kaiwen Zheng

consistency function

s.t.

boundary condition

Free-form NN



Noise Schedule and Parameterization
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• Following EDM, CM applied the VE schedule

• The diffusion ODE is simply

• The parameterizations:
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𝛼𝑡 = 1, 𝜎𝑡 = 𝑡

CM EDM

consistency function (CM) or data predictor (EDM)

model transferable



Types of CM
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Consistency Distillation (CD) Consistency Training (CT)

Distill ODE trajectories of a teacher EDM model 𝜙 Learn consistent ODE trajectories from data

one-step ODE update

“EMA self-teacher”



Sampling with CM
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“Two-step generation often enhances the quality of one-step 
generation considerably, though increasing the number of 
sampling steps further provides diminishing benefits.”



Choose the Distance Metric
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Choose the Number of Timesteps and EMA
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• The number of timesteps: schedule

• EMA rate: schedule



The One-Step ODE Solver
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Results
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• CD requires an additional model and has limited performance

• CD and CT relies on LPIPS, which may leak ImageNet features and inflate FID

Goal:

• Improve the two-step generation of CT to 100-step generation of diffusion models

Motivation
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• Weighting: larger weight at lower noise levels

• Fourier scale: less sensitive noise embedding layer

• Dropout: larger rate

Improved Techniques (1): weighting, Fourier scale and dropout
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• EMA causes inconsistency for CT even when the data is a single point 𝜉

Improved Techniques (2): remove EMA for teacher
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no signals of 𝜉



Improved Techniques (3): Pseudo-Huber loss
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Improved Techniques (4): discretization/noise schedule
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Results
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• Is it reasonable to always predict the clean data at time 0 ?

Motivation
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CTM consistency function:

Jump from time t to s 
(√) deterministic sampling
(√) likelihood computation



How to Parameterize G?
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consistency function

boundary condition

𝐺 𝒙𝑡 , 𝑡, 𝑡 = 𝒙𝑡 , 𝐺 𝒙𝑡 , 𝑡, 0 = 𝑓(𝒙𝑡 , 𝑡)



The Property of g
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𝑔 𝒙𝑡 , 𝑡, 𝑡  is the data predictor!

𝒙𝜃 𝒙𝑡, 𝑡 =
𝒙𝑡 − 𝜎𝑡𝝐𝜃 𝒙𝑡, 𝑡

𝛼𝑡

We can add extra score matching loss



CTM training loss
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A combination of CD and CT!



γ-Sampling
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Results
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The GAN loss is tricky in improving FID.
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• Parameterization for more general noise schedule

• To cope with classifier-free guidance:

• Skipping timesteps for accelerated training

Latent Consistency Models (LCM) w.r.t. CM
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augmented consistency function with scale 𝜔



Skipping timesteps for accelerated training
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k too small: slow convergence k too large: large discretization error



LCM: Results
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LoRA
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Merge LoRA with LoRA



LCM-LoRA
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